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Software and Hardware
for Multiprocessor Systems

o Development of theory and methodology for auto-
matic dynamic program parallelization

e Software design and development for multipro-
cessor systems within the framework of the SKIF
Russia and Belarus Union Supercomputer Program:

o cluster-level software development (CLSW) for
the SKIF supercomputer family

o application system development for the SKIF
supercomputers

o Hardware development for multiprocessor systems

¢ Organization of students’ schools/workshops with
the purpose of training programmers for high-perfor-
mance computers of the SKIF family

Learning Internet Resources
Network Communities of Practice

o Building and research of network communities of
practice

o Development of ways of introducing digital collec-
tions into teaching and learning processes

o Development and adaptation of social network re-
sources to learning purposes

¢ Investigation of cognitive space of personality

o Research of personal psychology and computer
technology interference

e Design and development of network learning re-
sources
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The SKIF Supercomputer Program

The SKIF Program was conducted in 2000—2004. A
dozen of enterprises from Russia and Belarus took part
in the Program. The leading developer on the Russia
side was the Program Systems Institute, RAS; on the
Belarus side — the United Institute of Informatics
Problems, NAS.
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Figure 1. Linpack performance of 16 prototypes
of the SKIF family

In 2000—2004 the Program participants developed the
SKIF family (Series 1 and Series 2) of high-performance
parallel-architecture computers. Design and software
documentation was worked out. 16 prototypes with
different performance capabilities (see Fig. 1) were
produced. Acceptance tests were conducted. The most
powerful models were the following:

¢ SKIF K-500 with peak performance 716.8 Gflops,
Linpack performance 425.5 Gflops was ranked
407 in the November 2003 TOR500 l:ist;

e SKIF K-1000 with peak performance 2.534 Gflops,
Linpack performance 2.032-Gflops was ranked 98
in the November 2004 TOR500.List.




Research Center for Multiprocessor Systems

Hardware and Software Solutions
for Regional Networks

o Development of cost effective hardware and software
solutions for regional (urban and rural) computer
networks (BOTIK Technologies)

o Design, maintenance, and development of regional
networks in Pereslavl (the Botik Telecommunication
System) for further testing and enhancement of the
Botik technologies

o Transfers of the approved technology to Russian
regions and the CIS countries

The BOTIK Telecommunication System,
Pereslavl-Zalessky
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The Botik Telecommunication System provides Pereslavl
enterprises, organizations, and private persons with high-
speed (100 Mbps at the backbone, 10—100 Mbps at
subscribers’) Internet access at a reasonable price. Since
2000 Botik has been exponentially growing: all main
quantitative indices (number of subscribers, amount of data
transferred, etc) almoest double each year.

These days:—.in«late <2005 — Botik has more than 300
subscribers _including +100 organizations and 800 private
persons —in a‘town.of 45;000 inhabitants; the number of
computers connected to-Botik exceeds 3000.

Botik’s technical  solutions« for building cost-effective
computer networks have* been+ implemented in several
regions of Russia and the CIS® (www.samal.kz — Almaty,
Kazakhstan; www.urbannet.ru*— Moscow, Russia;
www.aviel.ru— Ramenskoye, Moscow, Russia; and others).

Pereslavl-Zalessky, 2005

The Refal Plus Programming System

1. Use presentation’ of . object Refal expressions as
arrays. This presentation of Refal expressions has some
advantages over other methods. Specifically, it permits —
while executing Refal programs ~— to effectively compute
the length of a Refal expression ‘and construct sub-
expressions taking into account, the’length and position of
subexpressions in Refal expressions..: An effective
realization of these two operations+ promoted the
development and use of a new approach’ to effective
realization of syntactic identification in Refal.

2. A direct compilation of Refal programs into an
imperative language. The system implemented a method
of direct compilation of Refal programs into an abstract
imperative language which can be subsequently
represented as any target platform using a back-end
module.

3. Openness, flexibility, and reasonable modularity.
The system represents a set of separate modules having
well-defined interfaces among them. The source code of
the modules is available. The system compiler is written in
Refal Plus. Run-time support libraries for different
platforms are realized in high-level languages such as C++,
Java, C#, T++. Among other things, this approach must
guarantee a high level of system portability.

4. Support of possible extensions. System’s modular
structure permits to easily modify its functionality without
modifying the most part of the code and the system as a
whole.

Metacomputations and Functional
Programming Languages

o Supercompilation and automatic program conversion.

e Application of metacomputations to theoretical and
practical programming.

o The Refal and Flac functional programming languages.

o Realization of the Refal Plus programming system for
different platforms, including multiprocessor systems.

e The CAC, DoCON computer algebra systems.

o Realization of a standard library project of the BAL-0.01
fundamental algebra for the Haskell programming
language.

PSI RAS Pereslavi-Zalessky
Yaroslavl Region Russia, 152020
http://www.botik.ru/PSI/RCMS/

Tel./Fax: +7 (48535) 98031
E-mail: Abram@botik.ru
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